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and real-time data on labor market trends are lacking; publicly available data from survey samples are released with significant 

lags and miss critical information such as skills and benefits. We use generative Artificial Intelligence to automatically extract 

structured labor market information from unstructured online job postings for the entire U.S. labor market. To demonstrate 

our methodology, we construct a sample of 6,800 job postings stratified by 68 major occupational groups, extract structured 

information on educational requirements, remote-work flexibility, full-time availability, and benefits, and show how these job 

characteristics vary across occupations. As a validation, we compare frequencies of educational requirements by occupation 

from our sample to survey data and find no statistically significant difference. Finally, we discuss the scalability to collections 

of millions of job postings. Our results establish the feasibility of measuring labor market trends at scale from online job 

postings thanks to advances in generative AI techniques. Improved access to such insights at scale and in real-time could 

transform the ability of policy leaders, including federal and state agencies and education providers, to make data-informed 

decisions that better support the American workforce. 
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 Introduction 

echnology continues to transform the labor market [ 1 ]. Policy leaders, workforce agencies, and education in-
ovators in the U.S. need clear data and analysis to make the best investments in America’s workforce to ensure
hey are skilled for today’s jobs and well-prepared for the jobs of the future [ 2 ]. COVID further transformed the
.S. labor market, rapidly changing what skills are in demand [ 3 ] and even changing where and how Americans
ork [ 4 ]. 
Online job postings are a rich and novel source of real-time data on trends in the labor market that can help
olicy leaders plan investments in labor training and education. They provide a daily snapshot of employers’
urrent hiring needs across the many employers and industries that advertise job openings online. Currently, it
s challenging to use these data for labor market analysis, because specific details such as the qualifications that
mployers are seeking or the benefits they offer are embedded in unstructured text in the job posting. 
Efforts to structure information from job postings have focused on understanding occupational structure, in
articular the Standard Occupational Classification (SOC) code that is most likely associated with a job title
r job description [ 5 ]. These approaches typically rely on human-annotated training datasets [ 6 –8 ], which are
hallenging to scale. In addition to SOC codes, more recent studies have focused on identifying skills [ 9 ] and
ages/salaries [ 10 ] in job postings. Additional details such as benefits, educational requirements, and remote-
ork flexibility are not as well studied yet are important for labor policy decisions. Moreover, by focusing on
urrent taxonomies and ontologies based on occupational codes, analyses may miss the nuances that exist in the
ext of job postings, which represent real and direct employer demand. These nuances often point to new and
merging occupations and skills that standard taxonomies are slower to recognize. 
Insights and trends from structured job postings could help policy, education, and industry leaders understand

abor demand dynamics and make the right investments in skills and training for American workers to stay ahead
f the curve. Examples include the following: 
Data collection efforts by federal agencies could benefit from the larger sample and scale of online job post-

ngs compared to current survey approaches. Today, federal data on job openings come primarily from the Job
penings and Labor Turnover Survey (JOLTS) , which reports the number of vacancies at the end of each
onth, relying on a sample size of 21,000 (out of 8 million) establishments with a response rate of 30% [ 11 ].
OLTS is released after a two-month delay and does not include information on wages or benefits. Accurate
easures of the number of job openings and the wages posted in job openings are a leading indicator of labor
arket conditions and wage pressures [ 12 ]. For example, a scalable data resource built using our methods could
elp the Federal Reserve make more timely decisions about monetary policy through improved predictions of
abor market conditions and labor costs. The granularity of job posting data could also help the Federal Reserve
easure progress toward its maximum employment target. 
State and local governments and education providers could benefit from measuring skills demand by ge-
graphic region, occupational cluster, industry, and time period. Gaps in demand and existing skills availability
n regional workforces can guide investments in post-secondary education and reskilling and training programs
igit. Gov. Res. Pract., Vol. 6, No. 1, Article 9. Publication date: February 2025. 
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 13 –16 ]. In addition, the ability to perform gap analysis between skills demand and skills development could
elp inform and refine the development of academic curriculums, apprenticeship opportunities, and non-degree
redentials to better build the American workforce for the ever-evolving labor market. Similarly, local and
tate-provided job search assistance, especially in conjunction with the Unemployment Insurance program,
ould be better tailored to local labor market conditions [ 17 ]. Understanding the evolving dynamics of remote
ersus in-office work could help policy makers better target infrastructure projects, such as broadband internet
ccess [ 18 ], to support the future of work [ 19 ]. 
Employers could benefit by applying scalable and comprehensive labor information to benchmarking their

ob openings within geographic regions. Benchmarking could help employers remain competitive and improve
ob offerings to attract workers more effectively in a tight labor market. 
Academic researchers could benefit from access to structured data to study dynamics in skills demand,
ages, and benefits by region, and the supply of remote vs. in-office work. Findings from such studies will benefit
eneral knowledge of the labor market and the impacts of technological change and population dynamics, such
s aging and declining workforce growth [ 20 ]. Access to this type of structured data would also allow for the
reation of updated occupational taxonomies and ontologies that would provide a richer and more dynamic
nderstanding of labor market trends. 
The challenge with extracting structured information in a consistent and reliable way is the variation in lan-

uage, organization, formatting, abbreviations, and conventions used in online job postings. Recent advances in
enerative Artificial Intelligence (GenAI) , however, have produced commercially available large language
odels that excel at summarizing this kind of variation in unstructured text and can follow specific instructions
or output. We test these capabilities on a sample of job postings, demonstrate that comprehensive information
an be extracted automatically and reliably, and discuss the next challenge of scaling these methods to deliver
abor market insights for the broader U.S. labor market, both historically and in real-time. 

 Data and Methods 

e analyzed publicly available job postings from the National Labor Exchange that were posted online between
arch and November 2023. We collected the postings in their original HTML format and extracted the job
escription text from the body using the BeautifulSoup library in Python. Additionally, we replaced new lines
ith spaces and removed repeated spaces from the job posting text. We did not perform any normalization
eyond this, since additional variation in structure and content, such as misspellings, will be handled by the
oundation model. 
We constructed a stratified sample of 6,800 job postings by uniformly sampling 100 distinct and valid job
ostings for each of 68 “Minor Group” occupational codes from the 2018 Standard Occupational Classification

SOC) System [ 21 ]. Military-related “Minor Group” designations, “Fishing and Hunting Workers” (45–3000), and
pecial groups for “supervisor” or “other” types of occupations were omitted because of low coverage. Valid job
ostings were defined as those having between 250 to 8,000 tokens, as determined by the “cl100k_base” encoding
n the Python package tiktoken. These criteria eliminate short postings that have expired or contain error codes
nd long postings that contain extraneous information. Overall, 62.3% of the job postings considered as part of
he sampling process met these filtering criteria. 
Using the prompt shown in Procedure 1 , we extracted structured information in JSON format from the raw
nstructured job posting text. We queried each of the 6,800 sampled job postings using this prompt in Amazon
edrock, which is a managed service we used to access GenAI foundation models. We called the foundation
odel with default settings except for temperature, which tunes the amount of randomness in generated output
nd which we lowered from 1.0 to 0.2 to reduce randomness. We concatenated the resulting JSON output into
n analysis dataset (see Figure 1 ). 
Large language models are well-suited to parsing unstructured data when queried with appropriate prompts.

n designing our prompt, we followed existing best practices for specifying instructions and ensuring structured,
Digit. Gov. Res. Pract., Vol. 6, No. 1, Article 9. Publication date: February 2025. 
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Fig. 1. (a) An example job posting and (b) the structured information extracted by our method. 
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achine-readable output [ 22 ]. In particular, we started with a role prompting statement, “Your task is to read a
ob post and return relevant information.” The prompt is then templated to insert the unstructured text of the job
osting, and the parsing instructions are placed after the job posting text. To ensure machine-readable output,
he instructions provide a JSON-formatted output template with predefined keys and value definitions, and the
nstructions, “Match the schema below exactly. Do not include a preamble in your response.” This prompt design
ies between a zero-shot and one-shot learning approach, as the output JSON structure is fully defined but no
arsed values are provided as examples. 
We performed descriptive analysis on the extracted information. As a validation, we tested whether the infor-
ation on education level by occupation extracted from our sample differed from that reported in survey data
rom the U.S. Census Bureau’s Current Population Survey - Annual Social and Economic Supplement

CPS ASEC) using a two-sided, paired Wilcoxon test. 
Finally, we estimated the association between education level and remote-work availability, controlling for
ther job posting characteristics, using a logistic regression with specification: 

r i = α + βe i + γb i + δ f i + ω O i + ϵ, 
igit. Gov. Res. Pract., Vol. 6, No. 1, Article 9. Publication date: February 2025. 
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PROCEDURE 1 : Generative AI Prompt for JSON-structured Data from Job Postings 
Human: Your task is to read a job post and return relevant information. The job post is inside <text></text>XML tags. 
<text> 
{{text}} 
</text> 
Based on the job post, return the following information as a JSON blob.Match the schema below exactly. Do not include 
a preamble in your response. 
‘‘‘json 
{ 

‘wage_range’: <>What is the wage range offered? Return a List of Float values if range. If single value, return 
List with single Float. Otherwise, return Null.</> 

‘wage_allin’: <>Does the wage include overtime or premium payments? If yes, True. Otherwise False.</> 
‘wage_upto’: <>Is the wage described as up to the specified amount? For example, "up to $20." If yes, return True. 

Otherwise False.</> 
‘salary_range’: <>What is the annual salary range offered? Return as List of Float values if range. If single 

value, return List with single Float. Otherwise, return Null.</> 
‘full_time’ : <>Bool, True if full-time job, otherwise False</> 
‘part_time’ : <>Bool, True if part-time job, otherwise False</> 
‘remote’ : <>Does the job post offer remote work? If yes, True. Otherwise False.</>, 
‘remote_str’ : <>If ’remote’ is True summarize the remote work policy as described in job post. Otherwise Null.</> 
‘visa’ : <>Does the job post support visa sponsorship? If yes, True. Otherwise False.</>, 
‘visa_str’ : <>If ’visa’ is True summarize what the job post says about visa sponsorship. OtherwiseNull.</> 
‘benefits’ : <>Does the job post offer benefits? If yes, True. Otherwise False.</> 
‘benefits_str’ : <>If ’benefits’ is True provide a list of the benefits in the job post. Otherwise Null.</> 
‘career’ : <>Does the job post offer education, training, or professional development opportunities? If yes, True. 

Otherwise False.</> 
‘career_str’ : <>If ‘career’ is True summarize the education, training, or professional development opportunities. 

Otherwise Null.</> 
‘scheduling’ : <>Does the job post describe a particular shift or hours to work? If yes, True. Otherwise False.</> 
‘scheduling_str’ : <>If ’scheduling’ is True summarize the shift or hours worked by this job. Otherwise Null.</> 
‘licensing’ : <>Does the job post require licensing, such as a Commercial Drivers License or other licensing 

requirement? If yes, True. Otherwise, False.</> 
‘licensing_str’ : <>If ’licensing’ is True, summarize the licensing requirements in the job post. Otherwise Null.</> 
‘requirements’ : <>List, acceptable combinations of education, major, and experience, according to job post. For 

each combination, create a dictionary: 
{ 

‘education’: <education>String, one of these: [’No education’, ’High school or equivalent’, ’Associates 
degree’, ’Bachelors degree’, ’Masters degree’, ’PhD’, ’MBA’, ’JD’]</education>, 

‘major’: <major>String, major or area of study</major>, 
‘experience’: <experience>Float, years of work experience</experience> 

}</> 
} 
‘‘‘ 
Assistant: 
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here r i is an indicator for whether job posting i advertises remote-work availability, e i is an indicator for
hether the job requires college or post-graduate education, b i is an indicator for whether the posting advertises
enefits, f i is an indicator for whether the posting advertises full-time availability, O i are dummy variables for
Minor Group” occupation, and ϵ is an error term. The parameter of interest is β . 

 Results 

ur descriptive analysis finds that the foundation models we tested from Amazon Bedrock can extract com-
rehensive structured information from job postings using the prompting strategy described above. First, we
xamined the frequency of remote-work and full-time availability in each “Minor Group” occupation (Figure 2 ).
s expected, occupations that typically require physical presence at a work site, such as Moving (53–7,000),
ood Preparation (35–2,000), Building Cleaning (37–2,000), and Grounds Maintenance (37–3,000), had no job
ostings in our sample that indicated remote-work availability. The occupations with the highest frequency of
emote availability (at approximately 50% of postings) were Marketing/PR/Sales Management (11–2,000), Anal-
Digit. Gov. Res. Pract., Vol. 6, No. 1, Article 9. Publication date: February 2025. 
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Fig. 2. The frequency of job postings in our sample that indicate remote-work availability (a) or full-time availability (b), by 

occupation. Error bars show bootstrapped 95% confidence intervals for 1,000 replicates. 

Digit. Gov. Res. Pract., Vol. 6, No. 1, Article 9. Publication date: February 2025. 
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Fig. 3. The frequency of job postings in our sample that advertise benefits for retirement contributions (a), tuition reim- 

bursement (b), or paid parental leave (c), by occupation. Error bars show bootstrapped 95% confidence intervals for 1,000 

replicates. 
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sis (15–2,000), and Media/Communication (27–3,000). Full-time availability was most frequent in Architecture
17–1,000), Legal (23–1,000), and Engineering (17–2,000) occupations and least frequent in Food Service (35–
,000), Art/Design (27–1,000), and Food Preparation (35–2,000). 
Next, we examined the frequency of advertised benefits for retirement contributions, tuition reimbursement,

nd paid parental leave (Figure 3 ). Retirement benefits were the most commonly advertised across occupations,
ith the highest frequency in Finance (13–2,000) occupations and the least in Travel (39–7,000). Tuition reim-
ursement and paid parental leave benefits were less frequently advertised, less than 25% of the time even for
he most frequent occupations. 
To validate the accuracy of our frequency estimates against currently available data, we compared the fre-
uency of each education level by occupation to the CPS ASEC (Figure 4 ). The results are visually similar, and
o formalize the comparison, we tested and rejected the hypothesis that the samples come from different distri-
utions (Wilcoxon test, p = 0.13). 
Digit. Gov. Res. Pract., Vol. 6, No. 1, Article 9. Publication date: February 2025. 
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Fig. 4. The frequency of required education level extracted from our sample of job postings vs. the frequency reported in 

survey data from the U.S. Census Bureau’s Current Population Survey - Annual Social and Economic Supplement (CPS 

ASEC), by major occupation group. 
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Finally, we estimated an odds ratio of 4.2 (1.429, se = 0.150, p = 0.000, odds ratio 95% C.I.: 3.1–5.6) for the
ssociation between job postings requiring at least a college education and advertising remote-work availabil-
ty, after controlling for benefits, full-time availability, and occupation (full regression results are available in
able 1 ). In other words, job postings requiring higher education were 4.2 times more likely to advertise remote-
ork availability than those requiring less than a college education. Robustness checks that omit controls for
ccupation have higher estimates for the association (see Table 1 ), suggesting that educational requirements and
emote-work availability are mediated by occupation, which is also supported by our descriptive analysis above.

 Discussion 

ith GenAI, we are able to extract additional information from job postings, including educational requirements,
emote-work flexibility, full-time availability, and benefits, compared to previous approaches that focused on
ccupations, skills, and wages/salaries [ 5 –10 ]. Unlike in another recent study that found wage/salary information
n job postings is skewed relative to survey data [ 23 ], our study found that education requirements extracted
rom job postings agree with survey data. 
Another benefit of our GenAI-based approach is its improved scalability compared to existing approaches

hat require human-annotated training datasets to model occupational information in job postings [ 6 –8 ] and
o survey approaches for labor market information [ 11 ]. Our study required no human annotation and only
he creation of a single GenAI prompt that can be re-used for any number of job postings. Our analysis of the
esulting structured data shows that human annotation is not required to obtain accurate measures of labor
arket information that are on par with current surveys. 
igit. Gov. Res. Pract., Vol. 6, No. 1, Article 9. Publication date: February 2025. 
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Table 1. Logistic Regression Table for Estimates of the Association between Higher Education 

Requirements (a Bachelor’s Degree or Higher) and Remote-Work Availability (the Dependent 

Variable), with Heteroskedasticity-consistent Standard Errors 

We tested a univariate model (1) and multivariate models with controls for benefits and full-time availability 

(2) and dummy variables for occupation (3). 

Digit. Gov. Res. Pract., Vol. 6, No. 1, Article 9. Publication date: February 2025. 
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The scalability of our method is determined by the number of job postings, the average number of input tokens
er posting, and the average number of output tokens per posting. Real-time processing is not required for the
ational Labor Exchange, which is updated in nightly batches, but an automated pipeline would need to process
ens of thousands of postings per day to stay up to date. Input tokens could be optimized through additional
re-processing of job description text to remove extraneous text. For example, many U.S. job postings contain
n Equal Employment Opportunity statement that could be removed to reduce input tokens. Output tokens are
riven by the scope and size of the extracted feature set. 
The feature set extracted by our prompt in this study was designed in collaboration with NASWA and feedback

rom National Labor Exchange Research Hub users to address the highest priority use cases and demonstrate
he extraction of features not found in previous methods. However, the prompting strategy we introduced is
exible, and we are exploring additional features, including alternative compensation (sign-on bonuses, moving
xpenses), years of experience, super visor y or travel requirements, visa sponsorship, and more. The flexibility of
he prompt will allow the method to evolve to meet changing needs or priorities for labor market information.
s an example, we identified remote-work availability as a priority feature for this study, but it may not have
een identified as such four years ago before the COVID pandemic caused widespread changes in the availability
f remote work across the labor market. Because GenAI costs generally scale more with the number of output
okens (e.g., the decoding step) than input tokens (e.g., the encoding step), new features can be added incremen-
ally by reprocessing job postings to output only the additional features. The encoded job postings could also be
ached to further optimize this incremental approach. 
GenAI methods, including the foundation models we used, may have biases originating from the choice of

raining data, labeling, validation metrics, model fitting, and more. While we are unable to modify the founda-
ion model, we can design our prompting and sampling strategies to mitigate bias and validate them by testing
or potential differences in outcomes with external data. For example, we included instructions in our prompt
o return only relevant information and to match the output schema exactly. We sampled job postings uni-
ormly by occupation to ensure equal representation, since prior research has shown biases in representation
f online job postings by occupation [ 9 ]. Finally, we tested for differences in required education levels by occu-
ation and found no bias relative to survey data. This approach of bias mitigation through prompt engineering
nd sampling and validation against external data is broadly applicable to analyses of structured output from
oundation models. 
Another set of potential concerns surrounding GenAI methods involve the privacy of individuals’ data pro-

essed by the method. In this study, we do not analyze any personally identifiable information or employer
dentifiers, and there are no privacy concerns with processing job descriptions, because they were created with
he intent of public distribution. By structuring publicly available job descriptions, we avoid the privacy concerns
nherent with other labor market data such as individual employment records or candidate resumes. 
GenAI methods are potentially subject to misuse. These risks are greatest for methods that generate new

ontent directly from user input in real time, which can be manipulated to achieve unanticipated or undesirable
utputs. In our application, the job posting inputs do not come directly from users but indirectly via the National
abor Exchange, which has processes in place to verify every employer who contributes job postings. This
educes the risk of manipulation. The output generated by our method has a known and pre-specified structure,
hich reduces the risk of unanticipated or undesirable outputs. 
Because labor market information extracted by our method could affect policy decisions, it is critical that the

nformation is valid and can be inspected or audited by stakeholders. Currently, labor market information that is
vailable for purchase from commercial providers is produced by closed-source models that cannot be inspected.
he lack of transparency and cost of those data limit their availability and extensibility. Our goal is to broaden
ccess to labor market information through open-source methods and publicly available data. In partnership
ith NASWA, we are convening a user group of stakeholders and policymakers to ensure that such a public
esource is continuously improved and responsive to policy priorities. 
igit. Gov. Res. Pract., Vol. 6, No. 1, Article 9. Publication date: February 2025. 
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 Conclusion and Future Work 

e have demonstrated a successful prompting strategy for automatically extracting labor market information
rom online job postings using GenAI techniques. With extracted information from a sample of 6,800 job postings,
e compared the frequencies of required education levels by occupation to survey data from the U.S. Census
ureau and found no statistically significant differences. We also estimated that job postings requiring a college
ducation are 4.2 times more likely to advertise remote-work availability. 
While the proposed method works well at extracting information from job postings at the small scale of our

ample, the next challenge is the cost and runtime limitations of scaling it to hundreds of thousands of job
ostings that are updated on a daily basis and to millions of historical job postings. One potential solution we
re exploring is a knowledge-distillation approach. Using a sample of job postings with high-quality information
xtracted by our initial analysis, we can train a more efficient large language model or classification model for
he specialized task of extracting information from job postings. This approach will incur the one-time cost of
reating the training sample with the more expensive foundation model but will lower the ongoing operational
osts of applying the distilled model to larger collections of job postings. Scaling our approach to historical job
ostings will also help address another limitation of our preliminary results, which is the compressed time frame
rom March to November 2023 that prevents us from analyzing longer time trends in the labor market, such as
hanges in job characteristics pre- and post-COVID. 
In a collaboration with the National Association of State Workforce Agencies (NASWA) and DirectEm-
loyers Association, we will be scaling this method to process tens of millions of historical job postings in the
ational Labor Exchange Research Hub. In addition to the structuring of historic data, the project will explore
he feasibility of automating nightly batch processing of the Research Hub’s database, which is refreshed every
4 hours to provide analysts with up-to-date data on labor demand. Publicly available labor market information
esulting from this collaboration will empower NASWA’s member agencies and a broader coalition of employers,
artners, and researchers to use data-driven approaches to plan for the future of work. 
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